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Abstract. Early classifiability is a useful property of time series. The related data
mining techniques shorten the time required for classification or pattern-recognition.
Some practical examples can be found in the domain of health care or network
engineering. (E.g. classification of TCP/IP packets based on the first few partial
segments of data.)
On the other hand, this phenomenon raises the question whether the clusters formed
over an early classifiable time series database can be early predicted as well, i.e.
are these clusters stable or not over time? This particular question has not been
examined in the literature yet.
In our paper we define some new concepts to establish the common taxonomy of the
problem and we present our latest results. Based on past publications, we use the
k-nearest neighbor algorithm for early classification and k-medoids for clustering.
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